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A B S T R A C T

Forensic biomechanics is used to draw conclusions about incident and injury reports, relying on images of the 
incident for relevant photogrammetric measurement techniques, such as spatial resection and intersection. 
However, these techniques rely on the quality and type of media available, which can vary substantially. As such, 
this study aims to quantify the error associated with utilizing various supporting media. A simulated incident 
scene containing 2 objects of interest, a model rifle and a motorcycle, was 3D scanned and recorded from 3 
camera angles. PhotoModeler was used to measure the 3D location of these objects with supporting media being 
limited to the use of a 3D scan, calibrated or uncalibrated cameras, single or multiple viewing angles, and sta
tionary or moving cameras. The results of statistical analysis demonstrated that, when supported by a scan, single 
and multiple camera angles resulted in similar positional measurement errors. Mean errors of 6.52 cm and 
5.98 cm for the single view, compared to ranges of 3.73–5.71 cm and 2.56 – 13.74 cm with multiple views, were 
found for the motorcycle and rifle, respectively. Also, using 3 stationary cameras resulted in lower distance and 
orientation errors than 3 frames from a moving camera. Thus, it was concluded that supporting 3D scans provide 
the highest level of accuracy and the use of single or multiple stationary cameras demonstrated higher accuracy 
compared to mobile cameras. Using 3D scans in conjunction with stationary cameras provides reliability and 
admissibility of photogrammetry-based evidence in forensic investigations.

Introduction

In forensic investigations, it is often required to digitize, analyze, or 
measure objects in a scene based on on-site video recordings, such as 
those from security cameras, photographs taken after the fact, or other 
forms of digital media, including 3D scans of the site. The data collected 
from these media are often used in conjunction with information such as 
medical reports, witness statements, and other case-specific information 
to draw or support conclusions instrumental to the event being inves
tigated. As such, ensuring that accurate measurements can be made is 
essential to validating the techniques used in such an analysis.

The techniques used to analyze an incident scene from 2D video and 
photographs are generally referred to as photogrammetry. Two common 
techniques employed in photogrammetry are spatial resection and 
spatial intersection. Spatial resection uses known 3D points, such as 
from a 3D scan or other form of site survey, to establish the camera’s 

orientation by correlating the known points to shared features on the 
camera’s 2D image through a strict mathematical relationship [1–5]. 
Therefore, it can be effectively used in single image scenarios. An 
alternative to spatial resection is bundle adjustment, which uses the 
correlation between points across multiple images in an iterative algo
rithm to simultaneously determine camera and distortion parameters [6, 
7]. Bundle adjustment can be performed without explicit 3D information 
to solve for camera locations when using multiple images, though this 
only gives the relative positioning of cameras. By identifying the same 
point across multiple camera views, spatial intersection can triangulate 
the point’s 3D position by using the stereographic relationship between 
cameras t [7–9]. Furthermore, by solving for the positions of multiple 
points, the 3D location and dimensions of objects of interest, distances 
between points, height of subjects, etc, can be calculated. Measurements 
of the position and orientation of objects at different times can also be 
used to calculate velocity and acceleration, or movement paths of the 

* Corresponding author.
E-mail address: gtdesmoulin@gtdscientific.com (G.T. Desmoulin). 

Contents lists available at ScienceDirect

Forensic Science International: Reports

journal homepage: www.sciencedirect.com/journal/forensic-science-international-reports

https://doi.org/10.1016/j.fsir.2025.100443
Received 14 July 2025; Received in revised form 10 December 2025; Accepted 12 December 2025  

Forensic Science International: Reports 13 (2026) 100443 

Available online 15 December 2025 
2665-9107/© 2025 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 

https://orcid.org/0000-0003-4310-6721
https://orcid.org/0000-0003-4310-6721
mailto:gtdesmoulin@gtdscientific.com
www.sciencedirect.com/science/journal/26659107
https://www.sciencedirect.com/journal/forensic-science-international-reports
https://doi.org/10.1016/j.fsir.2025.100443
https://doi.org/10.1016/j.fsir.2025.100443
http://crossmark.crossref.org/dialog/?doi=10.1016/j.fsir.2025.100443&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/


objects by utilizing timing information embedded in video files [1]. 
Accurate measurements also require correction for lens distortion of the 
image caused by non-uniformity of the lens, misalignment of optical 
components, and misalignment of the camera’s sensor to the projected 
image plane [10].

Spatial resection, intersection, and other photogrammetry tech
niques have a wide range of application in forensics, but are also 
applicable in other fields of study, including motor vehicle accident 
reconstruction [12–20], human subject identification [11,21], biome
chanics and medicine [22–28], and sports analysis [29–35]. In motor 
vehicle accident reconstruction, photogrammetry is used to determine 
vehicle speed and acceleration [19,20], analyze crash kinematics 
[13–15,18], and to document the crash site [12,16,19]. When 
attempting to identify a person of interest in an investigation, these 
techniques are often used to determine subject height and other iden
tifying characteristics from 2D security camera video [11]. In the 
medical and biomechanical fields, photogrammetry is often used for 
postural or gait analysis [22–24], biomechanical analysis of humans 
performing specific tasks, often involving complex movements [26,28], 
and as a diagnostic tool [25,27]. In the sports industry, these techniques 
may be used to investigate the kinematics of impacts, especially in 
relation to head injuries [30,33,35], or to analyze the performance of an 
athlete or sports equipment [29,31].

Given the importance of photogrammetry in forensic investigations, 
it is important to determine the accuracy of photogrammetry techniques 
as they relate specifically to real-world conditions. The present study 
was designed to determine the accuracy of photogrammetry when 
applied to a simulated forensic investigation scene under various 
conditions.

Methods

The overall methodology for assessing the accuracy of spatial inter
section (ray pinning) is illustrated in Fig. 1.

Simulated incident scene

This simulated forensic investigation scene, located in the rear 
alleyway of a suburban house, contained evidence markers and two 
objects of interest, namely a replica rifle and a motorcycle (Fig. 2). The 
model rifle was placed on the ground on its side, and the motorcycle was 
set on its kickstand, with its side facing generally towards camera 2. 
There was no direct interaction with either object after placement to 
prevent movement over time. Three stationary cameras and reference 
markers, physical 2D geometric pattern fiducial markers, were posi
tioned at the scene for the purpose of obtaining a calibrated 3D scan of 
the scene. These fiducial markers create unique tracked reference points 
to align and register different geographic volumes of the 3D scan over 
larger areas, meant to improve the scan accuracy and reduce drift over 
distance. They were spread evenly throughout the scene, with priority 
given to surfaces which are otherwise difficult to scan, such as uniform 
pavement, or areas otherwise lacking recognizable features. This setup is 
intended to simulate an incident scene which a forensic specialist may 
be required to investigate. The cameras were placed at different heights 
and locations to view the scene and objects of interest from various 
angles, such that there was overlap between the fields of view of the 
different cameras to ensure that all views contained the objects of in
terest and a minimum of overlapping recognizable physical features of 
the surrounding site. While this is meant to replicate the various camera 
angles and positions found in real-world investigations, both from on- 
site cameras and investigator photos, it must be acknowledged that 
actual sites may have cameras placed at differing distances from the 
scene, at various heights, with differing resolutions and frame capture 
rates, and with a more obstructed view compared to the experimental 
setup.

The cameras, labeled as Camera 1, Camera 2, and Camera 3, were 

placed at heights of 1.3 m, 1.7 m, and 1.4 m above ground level, 
respectively, and placed on tripods to prevent movement while imaging. 
The 3 cameras were placed approximately in line with one another, with 
Camera 1 on the right and Camera 3 on the left. The distance between 
Cameras 1 and 2 was 3.3 m, and 6.3 m between Cameras 2 and 3. All 
cameras were oriented to face the center of the scene, ensuring that all 
objects of interest were within view, though the motorcycle was 
partially obstructed in the view of Camera 1 by a vertical column. The 
objects of interest were placed at the distances listed in Table 1 and 
shown in Fig. 2. These distances were first manually measured for 
approximation and then confirmed in the 3D scan, which included all 
scene features, the objects of the interest, and the camera stations.

Fig. 1. Illustration of the steps involved in calculating the error between the 
true position of an object and its calculated position based on photogrammetry 
using the method of ray pinning.

Fig. 2. Scene schematic depicting approximate placement of objects 
and cameras.
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3D Scanning and processing

To document the scene, the area was 3D scanned using a Dot3D DPI- 
10-SG structured light scanner with an Intel RealSense D415 stereo
scopic depth sensor attachment. In this way, the location and orientation 
of all objects and background features were recorded digitally. Care was 
taken to follow the loop-closure methodology for the scan, where 
already scanned areas are returned to frequently to aid with registration 
of different sections of the scene, as recommended for the Dot3D soft
ware [36]. A maximum scan range of 1.5 m to the surface being scanned 
was also implemented. Though the D415 manufacturer specifies an ideal 
operational range of up to 3 m [37], a 1.5 m maximum range was used 
as it has been shown that the D415 has a depth error of approximately 
0.509 ± 3.9 mm within a scanning range of 0.5 – 1.5 m [38]. Scan 
frames were registered to one another using Dot3D’s embedded software 
with the aid of the physical fiducial markers to minimize errors arising 
from drift. The scan, as well as all imagery, was completed at approxi
mately noon on a semi-overcast day, with imaging immediately 
following scanning to limit changes to the scene and objects of interest. 
To further process the scan, CloudCompare V.2.13.1 was used to clean 
artifacts, remove unnecessary data points, and subsample the scan for 
computational efficiency. A copy of the scan with the objects of interest 
removed, through a combination of manual removal of points and 
filtering, was also generated to be used as a reference scan for photo
grammetry, providing the basis for performing the required measure
ments and replacing missing objects of interest. The removed objects 
were saved as individual point clouds to be used as representative 3D 
models of the objects of interest to be replaced into the scene.

The ability to accurately place objects in a forensic incident scene is 
dependent on the type of incident data and camera information avail
able and how the data are processed. There may be images from one or 
more cameras, the cameras may be stationary or moving, and it may or 
may not be possible to pre-calibrate the cameras to correct for lens 
distortion through known-pattern calibrations or other techniques. 
Therefore, all of these possibilities were considered in the analysis with 
the cameras detailed in Table 2.

Calibration for lens distortion correction was completed prior to the 
experiment, using a multi-sheet grid set up with known geometry to 
define camera lens characteristics. A 3 × 3 multi-sheet grid was placed 
on the ground and the cameras recorded images of all 4 sides of the grid 
(Fig. 3). In addition, each camera was rotated 90 deg clockwise and 
90 deg counterclockwise and the same images were again recorded, 
resulting in 12 total calibration images. After being uploaded to Pho
toModeler Premium software, version 2025.0.0.332 (PhotoModeler 
Technologies, Vancouver, British Columbia, Canada), the lens distortion 
of each camera, necessary to correct the grid’s geometry, was 

determined using PhotoModeler’s built-in calibration function. No built- 
in correction functions, such as the Linear view on the GoPros, were 
used.

The resulting distortion parameters can be found in Table 3, in the 
format used by PhotoModeler. PhotoModeler uses the following equa
tions to correct for radial and decentering lens distortion respectively 
[39]. 

dr = K1 ∗ r2 +K2 ∗ r4 +K3 ∗ r6 (1) 

dpx = P1 ∗
(
r2 +2 ∗ x2)+2 ∗ P2 ∗ X ∗ Y (2a) 

dpy = P2 ∗
(
r2 +2 ∗ y2)+2 ∗ P1 ∗ X ∗ Y (2b) 

In Eq. (1), r is the radial distance from the principal point and K1-K3 
are radial distortion coefficients solved through the calibration process. 
In equation (2), X and Y are image coordinate components, and P1 and 
P2 are dicentric distortion coefficients solved in the calibration process. 
The calibration also solves for format size, principal point, and focal 
length [39]. Note that PhotoModeler solves for focal length as a prin
cipal distance. PhotoModeler also often provides scaled values for focal 
length, principal point, and format size, resulting in values that do not 
match those given for the camera or respective lens, or those in Table 2. 
The resulting RMS residual plots for each camera’s calibration are pre
sented in Appendix A. Self-calibration, using bundle adjustment for 
multi-photo projects and a hybrid algorithm for single photo projects 
[39], on the simulated scene images was also completed for each camera 
in each condition given below, including the uncalibrated camera con
ditions, in which this pre-calibration through the known-pattern grid 
was not applied.

A study by Kraszewski in 2011, analyzed how different calibration 
techniques affected the interior parameters of a camera [40]. Alhough 
using a single sheet calibration rather than the multi-sheet used in the 
present study, they demonstrated that this calibration method produced 
accuracy results of within 0.7 μm and 1.2 μm for focal length and 
principal point respectively, based on their specific calibrations [40]. 
When confirming calibration results by measuring known control points 
on a 3D test rig, the PhotoModeler sheet calibration method showed 
control point measurement RMSE values of between 0.28 and 0.83 mm 
depending on camera focal length (24, 35, and 50 mm) [40]. This 
calibration method has also been used in other published literature and 
shown to produce good final measurement results in various 

Table 1 
Distances between object and camera, measured along the ground plane through 
a top-down view.

Camera Distance to Object Geometric Center (m)

Motorcycle Rifle

1 8.3 7.2
2 7.3 5.4
3 7.3 4.9

Table 2 
Specifications of the cameras used in testing.

Model Resolution (pixels) FPS

Camera 1 Canon EOS 7D 1280 60
Camera 2 GoPro Hero 8 2.7 K 60
Camera 3 GoPro Hero 11 5.3 K 60
Camera 4 Axon Body 2 848 × 480 30
Camera 5 Samsung Galaxy S22 Mobile Phone 2160 × 3840 60

Fig. 3. The multi-sheet grid used for camera calibration. Twelve images were 
recorded from approximately 45 deg to the horizontal, one from each side, and 
this was repeated with the camera rotated 90 deg clockwise and 
counterclockwise.
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applications [41–43].

Experimental conditions

Table 4 lists the conditions which were compared for position and 
orientation spatial intersection errors.

Condition 1 used single cameras with a 3D scan, a necessity for single 
camera projects as the scan provides the 3D scene coordinates required 
for locating the camera and performing self-calibration. Self-calibration 
was completed using at least 25 matching control points, as recom
mended by PhotoModeler, seen in both the 2D image and 3D scan 
(Fig. 4). The location and orientation of the cameras is solved to mini
mize the error between known control points from the site 3D scan when 
seen through the view of the camera, while simultaneously solving for 
lens distortion by determining how the 2D image must be corrected to 
further minimize the error between control points and related points 
marked on the image. Therefore, perfect alignment would result in 
features seen in the 2D image, aligned with the same features in the 3D 
scan when viewed from the solved camera location. For this condition, 
individual measurements were made for each camera, using Cameras 
1–3 as documented in Table 1.

Conditions 2–4 used images recorded simultaneously with Cameras 
1–3 from three viewpoints. These conditions differed according to 
whether the scan was used as in condition 1, whether the pre-calibration 
was used instead, or whether the images were uncorrected for lens 
distortion (uncalibrated). The 3D scan was not necessary for the 3-cam
era solution as the three viewpoints were used to triangulate points of 
interest. By triangulating these points, the relative position and orien
tation of each camera to the others could be solved. If the cameras have 
not been calibrated, this step also attempts to solve for image distortion 
through bundle adjustment self-calibration, so it is recommended by 
Photomodeler to place at least 25 shared points. In these cases when a 
3D scan was not used as a reference, the project lacks a defined scale. 
Therefore, physical measurements were taken at the scene and used 
within Photomodeler to generate a scene-wide scale. These scaling 
measurements were defined for the 3 coordinate axes.

Conditions 5–7 were similar to conditions 2–4 as to whether the 3D 
scan or pre-calibration was used. However, instead of three separate 
stationary cameras, a single, moving camera was used to record video. 

Video frames from different points in time, and therefore distinct posi
tions, were extracted and the same method was used as with the 3-cam
era solution to solve for the camera’s position at each frame. Conditions 
5–7 were performed for Cameras 4 and 5 separately. The moving camera 
(Axon Body 2, Samsung Galaxy S22) was strapped to a person moving 
through the scene at an approximate jogging speed. Video was recorded 
during this movement. For the purpose of analysis and measurement, 
the cameras were moved along a path in which all objects of interest 
were visible at some point during the recording.

Ray pinning (spatial intersection)

The 2D videos recorded by each camera were uploaded to 

Table 3 
Calibration parameters solved through PhotoModeler’s known-pattern calibration methodology. No significant correlation between parameters was reported by 
PhotoModeler.

Camera Model K1 K2 K3 P1 P2 Focal Length Format Size Principal Point

W H X Y

1 Canon EOS 7D 3.373e-03 -4.459e-05 0 -1.241e-04 8.556e-05 7.8173 9.0194 5.0625 4.5929 2.4292
2 GoPro Hero 8 7.520e-03 3.282e-05 0 -8.370e-05 -2.576e-05 6.3451 9.0972 5.0592 4.5760 2.5719
3 GoPro Hero 11 7.089e-03 6.304e-05 0 2.857e-05 0 6.2927 9.0021 5.0625 4.5015 2.5277
4 Axon Body 2 1.857e-02 1.217e-04 3.307e-05 4.149e-04 4.116e-04 4.8704 9.0143 5.0943 4.4489 2.4075
5 Samsung Galaxy S22 -5.491e-04 0 0 0 0 7.6025 5.0561 9.0000 2.5022 4.4772

Table 4 
Testing conditions used for analysis.

Condition Cameras 3D 
Scan

Cameras Pre- 
Calibrated

Number of Data 
Sets

1 Single 
Stationary

C1, C2, 
C3)

Yes No 3

2 Combined 
Stationary

C1, C2, C3 Yes No 1

3 Combined 
Stationary

C1, C2, C3 No Yes 1

4 Combined 
Stationary

C1, C2, C3 No No 1

5 Moving C4, C5 Yes No 2
6 Moving C4, C5 No Yes 2
7 Moving C4, C5 No No 2

Fig. 4. The process of performing self-calibration using a 3D scan in Photo
Modeler. (A) The 2D image has points selected at prominent features. (B) The 
same points are selected in the 3D scene scan. These points have known 3D 
coordinates (C) The two sets of control points are correlated and matched to 
solve for lens distortion parameters and undistort the image through a hybrid 
bundle adjustment algorithm [39].
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PhotoModeler and corrected for lens distortion through camera cali
bration for conditions in which cameras were pre-calibrated as specified 
in Table 4. The camera locations were solved using the methods 
described above dependent on whether or not a 3D scan was employed. 
Ray pinning, PhotoModeler’s terminology for the process of using 
spatial intersection techniques to place 3D objects in a scene, was then 
performed. For multiple images, ray-pinning within PhotoModeler uses 
the principles of spatial intersection to define the 3D location of specific 
features or distinct marks seen on the object of interest, in this case the 
motorcycle or rifle. Once these are defined, the same features or marks 
are selected on a digital 3D model of the object, which in this case is a 3D 
scan of the objects of interest. The 3D model of the object is positioned 
relative to the cameras based on the best-fit between the position of the 
points solved through spatial intersection and their position on the 3D 
model of the object. An accurate solution would place the digital 3D 
object in the same relative position to the virtual camera as the relative 
position of the physical object of interest to the physical camera when 
the image was taken. A minimum of 3 points is required for this process. 
For single cameras, spatial intersection cannot be used to solve for the 
3D coordinates of the points on the 2D image. Instead, lines are pro
jected from the previously solved camera source through the selected 2D 
points on the object of interest in the image. The corresponding selected 
points on the 3D model are then aligned with the ray projection lines 
originating from the camera. However, this will only constrain the 
placement of the 3D object model in the focal plane of the camera. The 
known size of the object constrains its distance from the camera, as the 
conical shape of the projected lines will best-fit the points on the 3D 

model of the object at a specific distance from the camera. Fig. 5 illus
trates the selection of the common points on the 2D image and the 3D 
model of the object of interest. With a sufficient number of points, all 6 ◦

of freedom, defining the position and orientation of the model can be 
solved by optimization. As our 3D model was a direct scan of the specific 
objects of interest, scale was not included as a solvable degree of 
freedom. However, when investigators must use 3D object models which 
are not exactly the same as the specific object of interest, scale will need 
to be considered as well.

After ray pinning the object models, they were exported from Pho
toModeler into CloudCompare. However, in order to maintain the same 
coordinate system as the known position and orientation of the objects 
of interest, the placed object model had to be exported with the site scan 
point cloud as well. Therefore, the exported point cloud was manually 
processed and filtered to retain only the ray-pinned model of the object 
of interest. The integrity of this model, relative to the known reference 
model, was confirmed by comparing characteristics such as point count, 
volume, and bounding box dimensions. If all characteristics matched, 
the exported pinned model was deemed to be acceptable, allowing error 
calculation to be performed.

Error calculation

For the purpose of generalization to any camera system, the positions 
of the 3D points representing the reference scan of the object and the 3D 
points representing the ray-pinned, overlaid model, were transformed to 
the coordinate system of each camera. The camera position and orien
tation parameters provided by PhotoModeler were used to translate and 
rotate the data points such that the origin of the coordinate system was 
shifted to the center of the camera, with the x-axis representing left-to- 
right in the camera’s focal plane, the y-axis representing bottom-to-top 
in the camera focal plane and the z-axis representing the optical axis 
of the camera, using a right-handed convention. Position error between 
the actual object and the overlaid model was determined by calculating 
the mean difference between corresponding points in the point cloud of 
the reference scan of the object and the point cloud of the ray-pinned, 
overlaid model. The error was expressed as absolute error in the xy 
plane (rxy) and along the z-axis (rz), as well as the total error (rxyz). To 
find the orientation error around each coordinate axis, the positions for 
corresponding 3D points on the reference scan of the object and the ray- 
pinned, overlaid model were projected onto each coordinate plane as 
shown in Fig. 6A. The red circles in Fig. 6A represents the 2D projections 
of a 3D point on the scanned object onto the xy, xz and yz planes and the 
green circles represent the corresponding projections of the 3D ray- 
pinned object. The colored arrows in Fig. 6B represent the 2D vectors 
from the origin of the coordinate system. The black arrows, perpendic
ular to each plane, represent the cross product vector of the two colored 
vectors in the corresponding plane, i.e. u × v in Eq. (3) below. The 
signed angle between each pair of vectors in a plane was calculated from 
the cross product on the vectors and the inverse sine function, i,e. Eq. 
(4), providing the signed difference in orientation around the axis 
perpendicular to the plane as shown in Fig. 6C. 

u × v = |u||v|sinθ (3) 

θ = sin− 1u × v
|u||v|

(4) 

For example, in the case of the z-axis (xy plane), vector u would be 
(xr,yr) and vector v would be (xs,ys) where the subscript r refers to the 
position of the overlaid, ray-pinned model and the subscript s refers to 
the position of the reference scan of the object. The absolute value of the 
mean difference in orientation over all 3D points in the object repre
sentation was taken as the orientation error.

In the case of single camera views (condition 1), there was only a 
single error value for each variable. However, for conditions 2–4, where 
the views from three cameras were combined, it was possible to 

Fig. 5. The process of ray pinning a model using a single camera, oriented 
through use of a 3D site scan. A. The 2D image with marked points on distinct 
features of the motorcycle. B. The digital 3D object representation with points 
marked on the same features as in A. C. The object model is orientated ac
cording to the best match between the rays formed between the camera origin 
and the marked points on the 3D model. The marked points of the object model 
are placed along their respective rays in 3D space and, based on the known 
dimension of the object, a constrained solution is obtained.
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calculate an error value for each variable from the viewpoint of each of 
the three cameras. To obtain a single error value for each variable, for 
the purpose of statistical analysis, the average of the error from the 
viewpoint of each of the three camera was used. Similarly, for conditions 
5–7, where an error was calculated for each of the three camera posi
tions, the average of the error from the viewpoint of each of the three 
positions was used. This was done for each of the five video frames in the 
data set.

Statistical analysis

ANOVA was performed to test the following hypotheses. 

i. Ray pinning from images taken with a single camera results in 
greater model overlay errors along the optical axis of the camera 
than in the focal plane of the camera.

ii. Ray pinning from the combined images taken with three sta
tionary cameras results in lower model overlay error than ray 
pinning from the individual images taken with the same sta
tionary cameras.

iii. Using the 3D scan or calibrated cameras for ray pinning results in 
lower model overlay error than using uncalibrated cameras.

iv. Ray pinning from images taken by three stationary cameras re
sults in lower model overlay error than ray pinning with from 
images taken at three different locations with a moving camera.

Results

The statistical results below have been organized according to the 
hypothesis being tested. 

i. First Hypothesis

The mean errors and standard deviations for the three single camera 
model placements of condition 1 (N = 15) are listed in Table 5. 
Comparing rz and rxy errors we found 

• rz error significantly less than rxy error for motorbike (p = 0.0106)

• rz error significantly less than rxy error for rifle (p = 0.004)

This result confirms the first hypothesis. 

i. Second Hypothesis

Comparing errors for stationary single camera images to combined 3 
camera images, we found 

• rxyz error not significantly different for motorbike (p = 0.19) or rifle 
(p = 0.051)

• for motorbike θz error (p = 0.005), θy error (p < 0.0001) and θx error 
(p = 0.017) significantly lower for combined than single camera 
images

• for rifle θz error (p < 0.0001) and θy error (p < 0.0001) significantly 
lower for combined than single camera images, θx error (p = 0.39) 
not significantly different

. Although, the results of the ANOVA indicate that the second hy
pothesis was not confirmed, the failure to find support for the second 
hypothesis can likely be attributed to the large standard deviation (high 
variability) in the distance error of the single camera views (condition 
1). 

i. Third Hypothesis

To simplify reporting of the results for conditions 2–7, only the 
model overlay error ranges for the means of the five video frames are 
listed in Table 6.

Comparing distance errors for the three calibration methodologies, 
we found 

• for motorbike rxyz error significantly lower for scan and calibrated 
conditions than for uncalibrated condition (p < 0.0001)

• for rifle rxyz error significantly lower for scan condition than for 
calibrated condition and for both scan and calibrated conditions rxyz 
error lower than for uncalibrated condition (p < 0.0001)

Fig. 6. A. Corresponding points on the surface of the reference scan of the object (subscript s) and the ray-pinned object (subscript r) are illustrated by green and red 
asterisks, respectively. Their 2D projections onto the xy, xz and yz planes are represented by the corresponding colored circles. B. The 2D vectors to the corresponding 
projected points are shown as dashed green and red arrows. Black arrows represent the cross-product vectors of the green and red vectors, showing the direction of 
rotation for calculating the orientation error angles. C. Orientation error angles determined from the cross-products are shown for each coordinate axis.

Table 5 
Mean position and orientation errors with standard deviations for conditions 1 and 2 (N=15).

Condition rxyz (cm) rxy (cm) rz (cm) θz (deg) θy (deg) θx (deg)

1 Motorbike 6.52 [4.51] 2.41 [0.75] 5.81 [4.74] 0.45 [0.32] 0.08 [0.04] 0.08 [0.04]
1 Rifle 5.98 [3.59] 2.39 [1.43] 5.39 [3.41] 0.16 [0.12] 0.04 [0.03] 0.05 [0.04]
2 Motorbike 3.73 [0.06] 3.06 [0.06] 1.81 [0.04] 0.92 [0.01] 0.19 [0.01] 0.13 [0.02]
2 Rifle 2.56 [0.42] 1.93 [0.22] 1.48 [0.44] 0.53 [0.08] 0.17 [0.03] 0.03 [0.01]
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It should be noted, that in the absence of a scan, distance and 
orientation errors were sometimes large, particularly when cameras 
were uncalibrated, highlighting the importance of using 3D scans to 
document incident scenes. The results are illustrated in Fig. 7.

Comparing orientation errors for the three calibration methodolo
gies, we found 

• for motorbike θz error (p = 0.0068), θy error (p = 0.0135) and θx 
error (p = 0.0004) were significantly lower for scan and calibrated 
conditions than for uncalibrated condition

• for rifle θz error (p = 0.0001), θy error (p = 0.0001) and θx error 
(p = 0.0001) were significantly lower for scan and calibrated con
ditions than for uncalibrated condition

The results are illustrated in Fig. 8 and confirm the third hypothesis. 

i. Fourth Hypothesis

Comparing errors from from combined images obtained with three 
stationary cameras to model overlay errors from combined images ob
tained from three locations of moving cameras, we found 

• for motorbike rxyz error (p = 0.0029), θz error (p = 0.0333), θy error 
(p = 0.0144) and θx error (p = 0.003) were significantly lower for 
stationary cameras than for moving cameras

• for rifle rxyz error (p 0.005), θy error (p = 0.0252) and θx error (p = =

0.0089) were significantly lower for stationary cameras than for 
moving cameras but θz error (p = 0.093) was not significantly 
different

The results are illustrated in Figs. 9 and 10 and confirm the fourth 
hypothesis.

Discussion

The results of this study show the accuracy of placing a 3D model or 
measuring an object in a scene varies depending on the information 

available, but generally is in the order of centimetres, varying signifi
cantly based on the available supporting information and calibration. 
Studies involving measurement of the location of objects in an incident 
video which are no longer physically present at the site vary in their 
techniques and methodologies. Various methods of lens correction, 
number of cameras used, and object sizes and distances make it difficult 
to directly compare the results of these studies. However, our results fall 
within the ranges reported in previous studies regarding error in object 
placement through 2D image sources for forensic applications.

Studies employing similar photogrammetry techniques vary based 
on several factors, including camera quality, level of control, use of 
coded targets, viewing distance, etc. [16,30]. For example, a study by 
Gyemi et al., in 2021, demonstrated a position uncertainty error of 1.5 
± 0.3 cm when determining head impact velocities in American youth 
football games through multi-camera spatial intersection [30]. Notably, 
this error was associated with only a single point (the center of the 
player’s head) and is therefore cannot be directly compared to the 
present study in which several measured points were used to position a 
3D model, with the error calculated for model position rather than in
dividual point accuracy. A more comparable study, conducted by 
Terpstra et al. [16] investigated the error in positioning 3D vehicle 
models within a 3D scene based on their locations seen in 2D images, 
employing similar techniques to those of the present study. Their 
average orientation error was 0.5 ± 0.4 deg and 10.4 ± 13.5 cm for 
positioning the 3D vehicle model, based on its location seen in 2D im
ages [16]. In comparison, the results obtained in the present study, 
particularly with respect to the methodology using the 3D scan of the 
site as a reference, were equally accurate for object positioning and 
orientation, with errors of 6.52 ± 4.51 cm and approximately 0.5 deg, 
for the motorcycle using a single camera view.

The most important finding of this study was the accuracy in posi
tioning and orienting the model achieved with ray pinning when 
incorporating a 3D scan of the incident scene. With single cameras, the 
mean error was less than 7 cm at a distance of approximately 7 m, i.e. 
approximately 1 % of the distance from the camera to the object. 
Furthermore, the mean orientation errors were well below 1 deg. Thus, 
forensic investigators can be confident that, when utilizing a site scan, 

Table 6 
Position and orientation error ranges for 3-camera views (N = 15).

Object Method rxyz (cm) θz (deg) θy (deg) θx (deg)

Motorbike Scan 3.73–5.71 0.21–1.08 0.06–0.36 0.05–0.13
Motorbike Calibrated 7.47–65.44 0.97–9.31 0.20–3.00 0.05–0.71
Motorbike Uncalibrated 14.72–138.78 1.22–27.12 0.10–5.90 0.10–2.53
Rifle Scan 2.56–13.74 0.03–0.53 0.03–0.17 0.03–0.12
Rifle Calibrated 1.55–92.97 0.12–1.49 0.05–1.26 0.12–1.97
Rifle Uncalibrated 23.58–125.81 2.00–6.41 0.89–11.89 0.44–8.21

Fig. 7. Mean and standard deviation of model overlay distance errors compared for the three ray pinning methodologies applied to the 3-camera view.
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photogrammetry provides accurate information which can be further 
used to draw conclusions about the incident.

The study also examined the relative errors in different camera 
planes. As predicted, for single camera views, the distance error was 
greater along the optical axis than in the focal plane of the camera. 
Although it was approximately twice as large along the optical axis, the 
size of the error relative to the distance of the object from the camera 

was still less than 1 %. While having multiple viewing angles allows for 
triangulation of specific 3D points to use as references for positioning the 
model [7–9], this is not the case with only one viewing angle. The single 
view results in lines which are projected from the camera through the 
specified 2D image [39]. For positioning in the focal plane, these lines 
provide sufficient constraint. However, for positioning along the optical 
axis, the control points on the ray-pinned model and the control lines 

Fig. 8. Mean and standard deviation of model overlay orientation errors around each camera axis compared for the three ray pinning methodologies applied to the 3- 
camera view. Numbers on error bars indicate actual value at error cap, i.e. the largest error bars were truncated to facilitate comparison of mean values.

Fig. 9. Mean and standard deviation of model overlay distance errors compared for ray pinning with images form stationary and moving cameras.
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projected from the camera will align at any distance from the camera 
itself, only to be constrained by the known scale of the object. Therefore, 
small errors in the ray-pinned model’s size, the defined scale of the 
incident scene, or the position of the control points placed on the image 
and model will result in large errors along the optical axis. This is an 
important consideration for forensics, as it implies that camera place
ment and viewing angle of the incident are important, and that mea
surements should be made within the focal plane of the viewing camera 
whenever possible.

With the multiple camera views, the ray-pinned model and the 
associated control points can be triangulated without the use of a 3D 
scan, providing 3D points instead of projected lines as described above 
[7–9]. This, in theory, increases both the focal plane and optical axis 
accuracy of the ray pinning operation compared with single views. As 
such, it was hypothesized that ray pinning using three simultaneous 
stationary cameras would be more accurate when compared to the 
single camera placements. However, the statistical analysis found no 
significant difference in distance error. While unexpected, this may be 
due to mismatch between the object and site feature points defined in 
each of the 3 camera images creating a discrepancy in the triangulated 
points used for spatial intersection and solving camera location. In 
addition, the three cameras were not identical creating substantial 
variability in the accuracy of the single camera views, which contributed 
to the lack of statistical significance. Using the same camera to obtain 
the different views would reduce the variability in accuracy. Back pro
jecting a 2D view from the 3D scan onto the camera images could aid in 
selecting and positioning matching control points for more accurate 
triangulation.

While 3D scans and images calibrated for distortions are ideal when 
performing a forensic investigation, these may not always be available. 
Therefore, it is important to also quantify the error associated with the 
use of unknown, uncalibrated images. The extent of the effect of lens 
distortion is dependent on several factors, including the severity of the 
distortion and the placement of the object of interest or intended mea
surement within the frame [10]. When using uncalibrated images, these 
distortions remain and affect final measurements. We confirmed the 
hypothesis that the use of 3D scans or calibrated cameras for ray pinning 
would result in lower model placement errors when compared to the use 
of uncalibrated images. The mean errors for the uncalibrated images 
were much larger than for those using calibrated images or a scan, with 
the employment of a scan producing the greatest accuracy, as seen in 
Figs. 7 and 8. The large errors for the uncalibrated images, in the range 
of 14.72–138.78 cm, indicate a consistent failure to solve both the cor
rect camera and object locations, likely due to unresolved high levels of 
distortion in the images. These findings should guide forensic specialists 
in selecting their method of inquiry when performing investigations, 
highlighting the benefit of a 3D incident site scan.

In many forensic investigations, images from stationary cameras may 
not be available, whereas there may be body worn camera or bystander 
mobile phone footage [3]. Consequently, we tested the accuracy of ray 
pinning by using images taken with a moving camera at three different 
positions. We hypothesized that using images from three stationary 
cameras would result in lower errors compared to using a moving 
camera at three different points in time, i.e. three different locations. 
There are several reasons for this hypothesis. Firstly, body worn cameras 
such as the AXON line may have lower resolution compared to 

Fig. 10. Mean and standard deviation of model overlay orientation errors compared for ray pinning with images form stationary and moving cameras.
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stationary cameras, such as security cameras, which are often referenced 
by forensic investigators. Additional reasons for this hypothesis include 
the effect of motion blur in the moving camera frames and the relatively 
small changes in viewing angle from frame to frame as compared to the 
stationary cameras, though viewing angles for moving cameras will 
change on a case by case basis with longer times between analyzed 
frames and distance to the objects of interest or increased velocity. The 
statistical analysis confirmed our hypothesis as measurements made 
with the stationary 3-camera solution was significantly more accurate 
than with the moving cameras for both distance and orientation errors.

Conclusions

The present study explored the accuracy of positioning and orienting 
an object in a 3D rendition of an incident scene, based on 2D images in 
which the object appears in the incident scene but is no longer present at 
the time of the forensic investigation. Several conditions affecting the 
accuracy of the ray pinning technique for object placement were 
analyzed, including the inclusion of a 3D scan, number of available 
camera views, the method of lens correction, and whether the cameras 
were stationary or in motion. We found that the use of 3D scans to aid in 
ray pinning resulted in lower distance and orientation errors compared 
to conditions lacking a scan, whether or not the camera has been cali
brated for lens distortion. Using uncalibrated camera images proved 
least accurate by a significant margin. With a supporting 3D scan, there 
did not appear to be a significant difference between the single camera 
and stationary 3-camera for distance error, although this may have been 
partly due to the variability of using three different cameras. However, 
the single camera solution produced lower orientation errors. Further
more, as hypothesized, the stationary 3-camera solution was more ac
curate than the moving camera solution.

As accurate analysis of incident sites is paramount to forensic in
vestigations, the present study provides useful quantitative information 
regarding the accuracy of available methodologies to aid forensic 

investigators in making informed decision regarding their investigative 
approach. However, because the present study used models of the ob
jects of interest which were generated from a 3D scan of the physical 
objects in the same location and orientation as photographed, it should 
be pointed out that larger errors can be expected when ray pinning is 
performed with less accurate 3D models of objects of investigative in
terest. Moreover, if 3D scans of an incident site do not occur immediately 
following the incident, features of the site may be altered. Thus, it is 
essential to only use features in the scan which correspond to features 
seen in images taken at the time of the incident. Overall, when per
forming photogrammetry to analyze an incident, 3D scans of the site 
should be generated immediately, to limit changes from the initial 
incident, whenever possible. If this cannot be done, performing a cali
bration of the cameras which recorded the videos or images of interest is 
a viable alternative. Furthermore, photogrammetry for forensic inve
sitgations may benefit from implementing technologies such as AI to 
more accurately locate corresponding features in 2D images and 3D 
models or LiDAR for incident scenes which cover very large areas.
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Appendix A. Known-Pattern Calibration RMS Residual Graphs

Figure A.1. Canon EOS 7D Calibration RMS Residuals Graph
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Figure A.2. GoPro Hero 8 Calibration RMS Residuals Graph

Figure A.3. GoPro Hero 11 Calibration RMS Residuals Graph
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Figure A.4. AXON Body 2 Calibration RMS Residuals Graph

Figure A.5. Samsung Galaxy S22 Calibration RMS Residuals Graph
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