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In the field of forensics, digital media, such as images and videos, can become key pieces of evidence in any
investigation. However, to correctly use images and videos for analysis and measurement, the images must be
geometrically true. As such, it is essential to perform correction of the distortion of the images caused by the lens
of the camera, as is recommended by forensic photography best practices and guidelines. In order to quantify the
error associated with this correction, 3 techniques were compared: control point, straight-line, and manual lens
correction. An idealized digital image was first created with no distortion, which was then distorted to 10 varying
severities. Each resulting image was then corrected by each of the 3 techniques to attempt to remove the
distortion. The level of distortion remaining was quantified by examining specific pixel locations before
distortion and after correction. The results of the study found that the control point technique outperformed both
others, with the manual technique outperforming the straight-line method. In regard to the application in fo-
rensics, the control point technique is the most accurate and also provides camera location information, and thus
is the most suitable for use.

1. Introduction

In forensic investigations, all relevant data must be utilized to
analyse the incident and draw conclusions, whether regarding injuries,
the timeline of events, subject identity, or other such significant infor-
mation. As such, information is obtained from various sources,
including, but not limited to, medical reports, witness statements, scene
forensics, and digital media recordings of the scene and incident. The
digital data can be especially useful as it records an objective view of the
incident and the site in question and can be used to both view the
incident as it happened, track the timing of events, and provide a
foundation for performing relevant measurements. However, recorded
media, such as videos and photographs, suffer from certain drawbacks,
such as not providing direct 3-dimensional information, or distortion of
the image due to the camera’s optical element misalignment, motion
blur, and other artifacts [1]. In particular, lens distortion must be cor-
rected for before the images or videos can be further used in analysis
when geometric trueness is required, such as when performing mea-
surements of the incident scene using the available digital media. The
objective of this study is to inform investigators of the effectiveness,
benefits, and drawbacks of various lens correction techniques, without
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the consideration of any specific further investigative measurements to
allow for larger generalization of these results.

Lens distortion occurs due to, among other things, non-uniformity of
the curvature of the lens used on the camera [1]. Typically, due to the
nature of the lens, these distortions occur radially in two main forms,
pincushion and barrel distortion [2,3]. In pincushion distortion, lines
which are physically horizontal or vertical in the image will appear to
bend inward toward the centre of the image, while the opposite is true
for barrel distortion [2,3]. Aside from radial distortions, other forms of
distortion may also occur due to the optical elements in a camera,
though these are often less significant to the overall geometric correct-
ness of the image [2]. When using physical cameras and lenses, more
complex distortion patterns arising from a combination of the above
sources, such as both barrel and pincushion distortion are also present,
though these more complex situations will not be considered in this
study [2,3]. As distortion affects the visual appearance and location of
any points of interest in the image, measurements made with distorted
images cannot be said to be ‘true’ and may be significantly errant [2-4].
In forensics, this type of measurement using a 2D image is often done to
determine person of interest height [5,6], vehicle or other object posi-
tion [7], crash and injury mechanics [8,9], and other such
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measurements. As these measurements involve the use of photogram-
metric techniques such as spatial resection [10,11], spatial intersection
[12,13], and reverse projection [14], which require accurate determi-
nation of the source camera location and orientation and geometric
trueness to the actual pictured physical scene, the need for image
distortion correction remains a constant. This is especially true consid-
ering the common use of third-party, onsite recordings such as those
from CCTV security cameras [15]. Guidelines regarding the use of image
analysis and photogrammetry for forensic and investigative use stress
the need to minimize and compensate for distortion arising from the
camera [16-18].

Various forms of lens distortion correction techniques exist and
require different supporting information to be applied correctly. These
correction techniques include common control point, straight-line, and
manual correction [6,19]. Moreover, various iterations of mathematical
and numerical models and machine learning algorithms have been
applied to characterize distortion caused by lenses and other artifacts to
perform corrections [20-37]. This study will focus on commercially
available lens correction methods which are available to forensic
investigators.

Common control point lens correction involves using a known,
geometrically true, 3D reference of what is captured in the image to
correct for lens distortion [19]. This method can be used to both correct
for lens distortion and solve for the camera’s location and orientation,
through a technique known as spatial resection [10,11,38,39]. These
references can include anything in which known 3D points exist in
reference to each other or the camera [39]. In the field of forensic in-
vestigations, this is generally produced through use of a LiDAR, other
depth-sensing camera, or a terrestrial laser scanner used after-the-fact at
the incident scene, providing scene geometry and information about the
presence and location of objects or key features. To correct for lens
distortion with this technique, visible points which are common to both
the image and 3D reference are identified and paired so that the same
feature in both is linked [38]. The corresponding pairs of chosen com-
mon points are then aligned either visually or mathematically, to pro-
vide the lowest cumulative point to point error. As the 3D reference is
considered to be geometrically true, the image is then undistorted to
reduce this error further until an optimal value is reached [38,39]. The
resulting image is then considered to be lens corrected and the visual
overlay between the image and true 3D reference can be viewed for
confirmation. Given a perfect lens correction, all features and common
points should perfectly align. Due to the nature of this technique, it is
only viable if a geometrically true 3D reference of what is seen in the
image can be used or created.

This technique inherently also defines the location of the camera
used to take the 2D image relative to the 3D object or scan used to define
the 3D control points. Therefore, in addition to solving camera param-
eters and correcting for lens distortion, this process also results in a
virtual camera which has the same characteristics and relative position
and orientation information as the physical camera which took the
image [38].

Straight line lens correction is somewhat more direct; however, it
does require that physically straight lines be captured in the image, in
both sufficient length and number. Within the distorted image, lines are
drawn to follow surfaces or features which are known to be geometri-
cally straight in truth but curved in the image [6,19]. Once lines of
sufficient length and number are defined, the image is undistorted to
force these curved lines into straightening, thus correcting for the
distortion of the image. Due to the need for physically straight surfaces
to be clear in the image, the application of this process can be limited.
For example, a video taken in a wooded area may be difficult to correct
with this technique if no known straight lines appear in the scene.
Moreover, lines which cover more of the image will result in better
corrections.

Manual correction is inherently a procedure by which an expert
manually warps an image until they reach their determination of the
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optimal level of correction, leaving some aspect of subjectivity in play.
Various tools exist for this purpose, such as Adobe Photoshop, GIMP and
PTLens, and the mechanism or mathematical model by which the
correction occurs may differ in both usage and method. For example,
some manual correction software may allow for more specific control of
the image warping or may implement different mathematical models to
generate the warped image for correction. Moreover, the use of different
mathematical models does not only apply to manual correction, but to
any correction software or program. The same image may be corrected
for lens distortion differently in one software package compared to
another, even if the same overall technique, such as straight-line
correction, is used in both. While the increased level of subjectivity in
the manual distortion correction technique does impact its credibility
for forensic or legal applications, there is still a potential for usage. As
previously mentioned, the control point and straight-line methods
require a known 3D representation and coordinate system of the inci-
dent scene and known, visible straight lines in the images, respectively.
In some cases, such as investigations being done in rural or wooded
areas with limited resources, these conditions may not be met. Also,
manual correction may provide a cost-effective and fast method of
generating corrected images when mainly concerned with visual pre-
sentation instead of performing accurate measurements. Overall, as
there are some potential use cases for manual lens distortion correction,
investigating the relative accuracy of said method compared to the
control point and straight-line methods is beneficial.

2. Methodology

To assess the ability of several lens correction techniques to generate
a corrected image, images with varying amounts of distortion were
generated using Adobe Photoshop, 5 with barrel distortion and 5 with
pincushion distortion. Control point, straight line, and manual lens
correction techniques were then applied to these distorted images and
the result compared to the initial, undistorted images. Locations of
pixels were then compared between the corrected and idealized undis-
torted images to quantify the amount of unresolved error in the
correction.

2.1. Generation of an idealized image

An idealized grid was created in Blender software version 4.3.2
(Blender, Amsterdam, Netherlands) because of its ease of use and inte-
gration of ideal virtual cameras. Two parallel grid planes were first
defined and offset from one another, with one plane behind the other, to
create a 3D object. For each plane, a grid was created, with the farther
plane having a grid with larger distances between intersections, result-
ing in a 2-grid object. The virtual camera was then placed so that its
optical axis was orthogonal to the planes, and an image was taken with a
resolution of 1920x1080p. Due to the use of ideal virtual cameras, no
distortion of the image occurred, and the image can be said to represent
the true geometry of the grids.

2.2. Generation of distorted images

A set of 10 distorted images of the initial idealized grid (Fig. 1) were
created for this study, 5 with barrel distortion and 5 with pincushion
distortion (Fig. 2). These images were created using Adobe Photoshop’s
(V 26.4.1, Adobe Inc.) lens distortion plug in [40]. The images were
distorted manually using this tool with scalar values of 10, 20, 30, 40,
and 50 for both pincushion (P10, P20, P30, P40, P50) and barrel (B10,
B20, B30, B40, B50) distortion. The degrees of distortion represent a
scaled severity, rather than an absolute value, when using the lens
distortion tool in Adobe Photoshop. Therefore, P10 is the least distorted
pincushion image, while P50 is the most severely distorted. Adobe
Photoshop follows a Brown-Conrady model for lens distortion correction
[41], and therefore when applying distortions to generate or correct for
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Fig. 1. Image of the idealized grid used to illustrate results. Note the colored
border around the image is solely a visual addition to increase image clarity and
was in no way utilized in any methodology steps indicated.

radial distortions in the manner specified above, allowing for easily
accessible, reproducible levels of distortion.

2.3. Lens correction techniques

Each distorted image was corrected using control point, straight line,
and manual correction methods. After correction, the difference in po-
sition of the pixels of interest was calculated to quantify how accurately
the correction technique reconstructed the geometry of the images. This
methodology was completed 5 times per technique per degree of
distortion, resulting in 150 images total and 1500 data points (pixel shift
distances).

2.4. Control point lens correction

For control point lens correction, a geometrically true 3D reference
of the space or object seen in the image being corrected is required. To
perform the control point correction, the 3D object file (a.STL), gener-
ated from the grids created and captured in the original, idealized
image, was uploaded to PhotoModeler Premium software, version
2025.0.0.332 (PhotoModeler Technologies, Vancouver, British
Columbia, Canada) alongside the distorted images. Points were placed
on both the image and 3D object in locations which were clearly visible
on both representations. A minimum of 25 common control points
spread throughout the image are used for this technique to have optimal
effectiveness when correcting for distortion through PhotoModeler’s
bundle adjustment algorithm [42]. Bundle adjustment is an iterative
process used to solve for both the camera’s location and orientation as
well the distortion parameters simultaneously [12,43]. Due to the many
variables to be solved during the process, the larger number of defined
points aids in optimization. PhotoModeler does allow the user to over-
ride this minimum, however they recommend 25 points to provide a
robust, optimized solution with a large amount of photo coverage,
especially in areas of higher distortion, such as the edges of the image
[42].The image and 3D reference were then overlaid so that the control
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points have the lowest culminative error point to point (i.e. each control
point is a pair between the 3D model and image, the error is calculated
for each of their pairs and then converted to an overall error repre-
senting the fit). Once complete, the image was undistorted in such a way
that the error between the 2D and 3D control points was optimized by
adjusting camera intrinsic and extrinsic parameters, as well as related
distortion coefficients. The result of this warping was a lens corrected 2D
image (Fig. 3) which was then exported for further use and analysis.

2.5. Straight line lens correction

Straight line lens correction was performed using PFTrack software
(V 24.03.13, The Pixel Farm Ltd.). The distorted images were uploaded
to the software, and the straight-line correction tool was chosen. At least
three lines in the 2D image which are geometrically straight in the
idealized image but appear curved in the distorted images were identi-
fied. Straight lines were drawn connecting 2 visible points along the
identified curved lines. These drawn lines were then edited to follow the
visible curve of the lines in the distorted image, maintaining the position
of the 2 initial endpoints. Preference was given for lines further from the
centre, to attempt to reach the optimal correction through lines placed in
the most distorted regions of the image, though lines were often also
spread throughout the image and centre. Line placements varied be-
tween sets and images. Once this was completed for at least 3 lines, to
provide image coverage and provide information on the vertical, hori-
zontal, and angled axes. the image was warped to find the solution in
which all drawn lines were as straight as possible, resulting in the cor-
rected image for lens distortion (Fig. 4).

2.6. Manual lens correction

Manual lens correction was completed using Adobe Photoshop’s lens
distortion plug in. The distorted images were uploaded to the software
and manually corrected using the distortion slider provided. This slider
is for a simplistic correction of images by defining the degree of pin-
cushion or barrel distortion applied. Due to its manual nature, no opti-
mization algorithm is present, and instead, the researcher judged when
the ‘optimal’ correction was reached (Fig. 5). This was accomplished by
oscillating the slider from low to high values repeatedly. Initially during
correction, distortion would decrease. However, once the optimal
correction was surpassed, visual distortion would begin increasing once
more. The correction value would then be decreased, decreasing visual
distortion. As the correction value decreased, it would at some point pass
the optimal level and begin increasing visual distortion once more. This
process would be repeated, providing an increasingly small band of
correction values until the optimal correction level was determined. The
visual distortion was made apparent by the remaining waves within the
lines of the grid structure, seen within Fig. 5B. A wave with smaller
deviation between the peaks and troughs was considered more
corrected.

B

Fig. 2. (A) P30 pincushion distorted image. (B) B30 barrel distortion image.
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Fig. 3. An example of distorted and corrected images using control point lens correction technique. (A) The initial B40 distorted image. (B) B40 distorted image with
an overlay of the 3D object STL file (black grid). The indicated yellow points seen in (A) and (B) are related to the same points on this 3D object and used to
implement PhotoModeler’s bundle adjustment algorithm. (C) The corrected image. (For interpretation of the references to colour in this figure legend, the reader is

referred to the web version of this article.)
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Fig. 4. An example of distorted and corrected images using straight line lens correction. (A) Distorted image with lines drawn to followed visually distorted curves.

(B) Corrected image with lines showing degree of correction.

Fig. 5. An example of distorted and corrected images using manual lens correction. (A) Distorted image. (B) Corrected image.

2.7. Measurement of pixel errors

Prior to performing measurements, the resultant corrected images
were aligned with the idealized initial undistorted image. Firstly, if the
correction technique led to a change in frame size, the images were
resized to the original 1920x1080p size following correction using
Adobe Photoshop’s bicubic smoother algorithm, based on bicubic
interpolation [44]. The images were then further aligned by forcing the
respective image centers and corner measured points to overlap. This
was done to remove the effect of scale and translation resulting from the
corrections, and to isolate only the accuracy of the correction itself when
determining pixel movement errors. In some instances, if the correction
resulted in removed sections of the image (often removal of the corners),
pixel error measurement could not be completed as the above alignment
procedure could not be applied correctly. Error in correction accuracy
was defined through the position of pixels spread throughout the im-
ages. On the idealized image, pixels at the centre of gridline in-
tersections were used as points of comparison for all corrected images.
11 of these pixels were chosen for analysis, located along the diagonal
from the centre of the image to the top right corner to capture the full
radial distance from the centre, placed at equidistant line intersections
to provide simple re-picking for measurements. This also included the
image centre. The first point, other than the image centre, was vertically

offset from the centre of the image to allow for equidistant spacing while
covering the full radial distance of the image. The location of these

Fig. 6. The idealized grid image, also seen in Fig. 1. The marks seen represent
the points chosen for the 11 pixel movement measurements, with the black
mark being placed at the image centre. These red markers are for visual clari-
fication only. The underlying grid intersections were used as references for the
measured points. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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points can be seen in Fig. 6. These same pixels were also located in all
corrected images and the change in position between the idealized and
corrected images was measured. This change was defined by a distance
value determined by first measuring the initial true X and Y coordinates
of the pixels of interest. The same was done for the corrected images.
These two coordinates were then compared to calculate the amount of
shift remaining in the corrected image compared to the idealized image
at the 11 indicated points.

2.8. Quantification of manual pixel picking error

In order to quantify the error associated with the manual method of
selecting pixels, a re-picking error was defined. This test was completed
by the researcher who also conducted the pixel movement measure-
ments and therefore cannot be generalized. First, a known pixel location
at a single determined line intersection in the image displayed in Fig. 1
was defined. Then, this pixel was manually chosen 20 times and the
location of each measurement recorded. The mean and standard devi-
ation of the error between the known and manually measured pixel
location was calculated as an absolute distance. The error between the
measured and known positions was first measured in its X and Y com-
ponents and the radial distance calculated. The reported mean and
standard deviations were calculated over these radial distances. This
measurement can be used to then quantify the human error associated
with the choice of measured pixel to give insight into the attribution of
the measurement process to the recorded errors from the correction
techniques described above.

2.9. Qualitative assessment of correction techniques on a Real-World
image

As the methodology used throughout this paper focuses on an ideal
digital image with digitally generated distortions, it does not account for
other factors found in real-world applications of forensic photogram-
metry. This may include lighting, noise, exposure, and other such factors
present in physical photography [45,46].

Therefore, a simulated incident scene was photographed and the
above correction techniques, control point, straight-line, and manual
correction, were applied to the images. One photograph was taken with
a GoPro Hero 8, set to wide angle view with a standard lens at 1.4x
zoom, resulting in an image with a resolution of 2700x1520 pixels. This
camera was chosen as it presents a noticeable level of visual distortion
without being extreme, while providing a good field of view to capture
the entire scene at a reasonable distance. The second image was taken
with an Axon Body 2 camera, a body worn camera intended for use by
law enforcement, with a resolution of 848x480 pixels. This image was
used as the level of distortion present is higher than with the GoPro
camera. The images are taken from different perspectives and locations
in the scene, with the AXON Body 2 positioned closer to the scene due to
its lower resolution, in order to ensure sufficient image clarity and
sharpness of features required for each of the 3 correction techniques.

In Fig. 7, the 2 images can be seen. Fig. 7A, the image taken with the
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GoPro camera, is representative of a low severity barrel type distortion
when compared to Fig. 2A, B30 (medium) level distortion. Note the
curved lines along the fence on the left side of the image, on the building
edges along the right side, and in the garage covering near the top of the
image. In Fig. 7B, it can be clearly seen that is shows a higher level of
distortion than 6A, most clearly demonstrated by the curvature of the
upright steel supports. Both images display a barrel type distortion.

To facilitate reasonable use of all 3 correction techniques, the scene
also includes straight lines, in the form of edges of buildings, rooftops,
fencing, and pavement lines, which can be expected to be sufficiently
straight and common in real-world applications. In this use case, all
features used as straight references in Fig. 7, and all subsequent related
Figs. 11-13 have been confirmed to be straight on site. For the purpose of
control point correction, a 3D scan of the scene was also taken using a
Dot3D DPI-10-SG structured light scanner with an Intel RealSense D415
stereoscopic depth sensor attachment. The maximum scanning range
(from sensor to surface) was kept below 1.5 m based on the recom-
mendation of the manufacturer and published works [47,48]. This can
be expected to maintain a depth error in the resulting scan of approxi-
mately 0.509 + 3.9 mm [48]. Additional scan control points in the form
of patterned physical markers, also known as April Tags, were also
included to aid in minimizing scan drift over the volume of the scene.

After distortion correction using the 3 techniques being analyzed in
this study, the photographs were compared qualitatively for any
noticeable difference in the level of correction between the 3 methods.

3. Results
3.1. Idealized digital Images: Pixel position error

Fig. 8 displays the pixel position error in the corrected images rela-
tive to the true position in the initial idealized grid averaged over all
distortion conditions per radial distance. As can be seen, the straight-line
and manual methods show much larger errors and standard deviations
for the barrel distortion type than the pincushion distortion. When
comparing the manual and straight-line techniques, it can be seen that
their correction errors are comparable. However, the straight-line
technique does seem to have lower pixel accuracy results than the
manual technique at higher levels of barrel distortion. The control point
technique demonstrates a high level of consistency in both error and
standard deviation across all radial distances and distortion types.

3.2. Idealized digital Images: Pixel position error relative to distortion type
and severity

In Figs. 9 and 10, pincushion and barrel distortion results are dis-
played separately. Each figure shows the distortion correction error in
pixel position for each severity and technique. The values displayed
represent the average corrected pixel position error, when compared to
the known true position, over all 5 sets for each distortion type, severity,
and correction technique.

Asseen in Figs. 9 and 10, for higher levels of distortion of 30, 40, and

2024-05-14

AXON BODY 2

Fig. 7. The photographs used in the qualitative assessment of real-world application of the 3 distortion correction techniques. (A) The image taken by the GoPro

Hero 8. (B) The image taken by the Axon Body 2.
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Corrected Pixel Position Error for All Distortions at Radial Distances
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Error In Pixel Position After Correcting For Pincushion Distortions
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Errors have been averaged over all 5 data sets, in which each line / category represents a set of 5 measurements specific to each distortion correction type and

distortion severity. Error is calculated as in Fig. 8.

50, the highest error does not occur at the farthest distance from the
centre, but rather around 834.33, for the barrel distortions, to 950.09
pixels, for the pincushion distortions, from the centre, or approximately
77% to 88% of the radial distance. For barrel distortion, manual and
straight-line correction are initially similar in their error measurements,
however the straight-line technique quickly has higher errors than the
manual technique at a distortion level of B30 and above. For the pin-
cushion distortion type, the two techniques do not produce as severe of a
gap in error measurements, with all resultant errors much more clus-
tered than as in the barrel distortion. Compared across the 2 distortion
types, straight-line correction presents the biggest accuracy difference,
performing far better for pincushion distortion. Moreover, the control
point technique has a consistently lower error across both distortion
types and distortion severities, maintaining an average error of well
below 10 pixels at every radial distance. A further breakdown of Figs. 9

and 10 can be found in Appendix A.
3.3. Idealized digital Images: Manual pixel picking error

The manual pixel picking error, determined by the mean and stan-
dard deviation of 20 measured pixel locations relative to a known pixel
location, is 0.22 £ 0.12 pixels. This represents approximately 41% of the
lowest measured corrected pixel position error using the digital images
and the 3 correction techniques, which was 0.53 pixels for the P20
manual technique at a radial distance of 146.07 pixels from the centre of
the image. Relative to the largest error of 79.40 pixels, resulting from
straight-line correction of the B40 distorted image, this pixel picking
error represents approximately 0.3% of the correction error.
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Error In Pixel Position After Correcting For Barrel Distortions
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Fig. 10. Error in corrected pixel position following distortion correction using control point, straight line, and manual correction on barrel distorted images. Errors
have been averaged over all 5 data sets, in which each line / category represents a set of 5 measurements specific to each distortion correction type and distortion
severity. Error is calculated as in Fig. 8.

3.4. Qualitative assessment of correction techniques on a Real-World
image

Figs. 11 and 12 below display the results of applying control point,
straight line, and manual correction to real-world images. Fig. 11’s
original, uncorrected image is shown in Fig. 7A as captured using the
GoPro Hero 8, and Fig. 12's uncorrected image in Fig. 7B as captured
using the Axon Body 2. Fig. 11 shows that the applied correction
resulted in mostly similar images, with no obvious differences to the
straightness of object references seen when closely viewing objects of
reference, such as the vertical steel supports. For Fig. 12, the resulting

corrected images vary to a higher degree, both in the resulting shape of
the image, and the level of remaining distortion.

4. Discussion

Based upon the results of this study, control point lens correction
clearly appears to be the most accurate correction method, as shown in

the results of Figs. 8-10, maintaining a pixel correction error of well
below 10 pixels. While the control point lens correction method
consistently presents the lowest error and deviation across distortion
type and severity, as shown in Fig. 8, it can also be seen in Figs. 9 and 10
that the comparative relationship between the straight-line and manual
methods differs for pincushion and barrel distortions. In the pincushion
distortion, the two techniques remain much closer in terms of their
associated pixel correction error. However, in barrel distortion, at a
distortion level of B30 and above, the straight-line technique shows
much higher errors than the manual. For example, in B40, the straight-
line error ranged from a 3.45 pixel error near the centre of the image, to
a maximum of 79.40 pixels. For the manual technique, errors ranged
from 3.05 pixels near the centre to 43.39 pixels at the maximum. As
such, it could be said that the manual method was more accurate for
higher distortion image correction relative to the straight-line method,
while they were more comparable at lower distortion levels. This is
further reinforced when examining Fig. 8. It can be seen that for barrel
distortion averaged over all levels of distortion, straight-line correction

Fig. 11. Images captured by a GoPro Hero 8 camera, corrected using the studied techniques. (A) Corrected using control point lens correction. (B) Corrected using

straight-line lens correction. Lines used presented as yellow lines with blue segment markers. (C) Corrected using manual lens correction. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 12. Images captured by an Axon Body 2 camera, corrected using the studied techniques. (A) Corrected using control point lens correction. (B) Corrected using
straight-line lens correction. Lines used presented as yellow lines with blue segment markers. (C) Corrected using manual lens correction. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)

has clearly higher errors and standard deviations associated with it.
However, for the pincushion distortions displayed in Fig. 8, the values of
the manual and straight-line methods remain comparable. Regardless,
this demonstrates that the manual and straight-line methods both
perform better for pincushion distortion than barrel distortion, espe-
cially at higher distortion severities.

Although the control point method consistently outperformed the
others, we must also take into account the effect of the lens correction
models used by the software as well as the technique themselves. Pho-
toModeler’s control point correction has the ability to define K1, K2, K3,
P1, and P2, which are used in equations (1) and (2) along with the pa-
rameters characterized in Table 1 to define distortion correction [42].

dr = K1*r® + K2*r* + K3*r° )
dpx = P1*(r? + 2%x%) + 2*P2*X*Y (2a)
dpy = P2*(r* + 2*)%) 4+ 2*P1*X*Y (2b)

This allows for a wide range of distortions to be properly corrected.
However, for the straight-line and manual techniques, the correction
model seems to be more limited, likely using a simplified version of the
above model equation or another simplified model, possibly also
explaining the remaining wavy lines post-correction seen in the straight-
line and manual corrected images at higher distortions. This remaining

Table 1
Distortion correction parameters used by PhotoModeler.
Variable  Definition
dr Radial change of pixel point from radial distortion correction and can be
further broken down to x and y components
r Radial distance from principal point
K1 2nd order polynomial radial distortion coefficient
K2 4th order polynomial radial distortion coefficient
K3 6th order polynomial radial distortion coefficient
dpx Change in X position of pixel point due to decentering distortion
correction
dpy Change in Y position of pixel point due to decentering distortion
correction
P1 Decentering distortion correction coefficient
P2 Decentering distortion correction coefficient
X X position of pixel point from principal point
Y Y position of pixel point from principal point

distortion can be seen in Figs. 4B and 5B clearly.

Moreover, as this study relied on manual selection of corrected pixels
for measurement, the error associated with the human selection was
quantified to determine if it would have any significant effect on the
results and conclusions drawn from them. It was found that, over 20
trails of selecting a pre-determined, known pixel, that the average
resulting error in pixel position was 0.22 + 0.12 pixels. While likely not
significant to the overall trends and findings of the study or in cases with
already large errors, this number represents a relatively large error
compared to the more accurate corrections. Therefore, it must be
considered when further interpreting values such as those for control
point correction and low distortion severity corrections. Additionally,
some images had to be resized to the original dimensions to perform
accurate measurements. The use of a bicubic interpolation algorithm for
this process may introduce additional noise and error into the resized
image, affecting resultant measurements.

Literature on the topic of image distortion correction for forensic
applications focuses mainly on the downstream effects on physical
measurements made through photogrammetric techniques using the
image. Thus, these studies’ results are the product of the entire pipeline
of steps required for these measurements, including the measurement
technique itself, distance from the camera to the subject, and the
experimental and photography conditions used. This makes their con-
clusions somewhat specific to the context of the study other than any
supported overall trends. However, the present study eliminates the
downstream measurements and isolates the image distortion correction
process based on measurement of corrected image pixel error rather
than any physical measurement, which would be dependent on the
experimental conditions and setup and therefore not necessarily
generalizable to all applications. Thus, the experimental procedure and
use of pixel measurement on digital images is done with the intention to
inform forensic investigators on which correction technique is best
suited for their application regardless of further measurements to be
made.

For example, a study conducted by Terpstra et al. in 2017 [19],
involved a test with a simulated road incident scene. Markers were
placed within the scene to represent relevant evidence and photo-
graphed with 3 physical cameras. The scene and marker locations were
first recorded using a 3D scanner and total station. The images taken by
the on-site physical cameras were then lens corrected using both control
point and straight-line correction, similar to as described in the present



K. Gilmore and G.T. Desmoulin

study. Following lens correction, the images were then used for photo-
grammetry to locate the 3D position of the markers through the 2D
images. The measured marker locations were then compared to the
known location from the previously completed scene documentation.
The result was that the control point correction technique resulted in a
position error of 11.3 cm on average while the straight-line correction
technique led to a position error average of 9.9 cm [19]. This implies
that the straight-line lens correction technique leads to slightly better or
comparable results when used as an initial step in determining the
location of missing evidence or relevant features of an incident scene.
This is contrary to our results which showed clear superiority of the
control point technique over the straight-line method. While not a direct
comparison as the present study looked solely at the lens distortion
correction accuracy and not the downstream effect on photogrammetric
measurement accuracy, the superiority of the control point technique as
found in the present study would be assumed to also carry over at least
partially into photogrammetric measurements. This inconsistency may
be due in part to the specific conditions, images, use of physical cameras,
levels of distortion, and techniques in terms of line placement or image
control points, creating an environment more suited to straight-line
correction over control point correction, though this is difficult to say
concretely. The study also does not specify the number of common
control points used, making it difficult to compare to our methodology.
It must also be noted that both Terpstra et al. and this study used the
same software, and therefore the same correction algorithm, for the
straight-line technique, but different software for the control point
method. Lastly, further analysis of the data presented in Appendix B of
the study by Terpstra et al. shows that the control point method did
actually outperform the straight-line method in some cases depending
on the camera being used and its location. As seen in Appendix A of
Terpstra et al.’s study, the images used represent low distortion severity,
likely approximately equal to B10 or B20, in which case it is expected, as
per the results of the current study, for the corrections to perform more
similarly than for higher distortion conditions [19].

Another study, by Tosti et al, in 2021 [6], compared the measured
height of a subject in images corrected for lens distortion using a ground
control point calibration method, where the control points are deter-
mined through a Terrestrial Laser Scanner, and the straight-line method,
in Amped FIVE Software. The images used here were much more heavily
distorted than for the study by Terpstra et al. discussed above. Following
lens correction, the same method was used to measure subject height
regardless of the correction method used prior. Subject height was
determined by defining a plane parallel to the floor of the scene and then
defining a point at the intersection of two lines connecting the heel of
one foot to the toe of the other. The height measurement is then deter-
mined by an offset from the ground plane above the defined point. The
authors note some subjectivity with this method, and therefore per-
formed repeated measurements in cases where sections of the feet where
occluded. The results of the study demonstrated that the ground control
point method was more accurate than the straight-line method when
measuring subject height, with mean errors over 4 subjects ranging from
0.1 to 3.4 cm and 1 to 7.6 cm, respectively [6]. This result, when
combined with the information from Terpstra et al, 2017 [19], appears
more consistent with the results of the present study. With the less
heavily distorted images found in Terpstra et al [19], the control point
and straight-line correction techniques perform more similarly. Whereas
with more heavily distorted images, the control point technique out-
performs the straight-line method, as in Tosti et al [6]. This same rela-
tionship can be seen in Figs. 9 and 10, in which the 3 techniques start off
more closely in respective error, but as the distortion level increases, the
error in the straight-line technique becomes larger relative to the control
point method.

While this study focuses mainly on the application of the correction
techniques to a digitally generated image, the application of them on
real-world cases introduces many variables not accounted for in this
study. This possibly makes these results not as generalizable to all
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conditions, as was demonstrated by the discussion of Terpstra et al,
2017. These include other camera-based factors, such as resolution,
frame rate and exposure, scene-based factors such as lighting, and other
factors such as file compression during transmission [45,46]. As such, a
limited proof of concept test was conducted using real-world images,
seen in Fig. 7, corrected for lens distortion using the 3 methods. The
results, shown in Figs. 11-13, demonstrate correction capabilities
consistent with those found using the idealized test grid digital image.

For the low distortion severity image found in Fig. 7A, no visual
difference of any significance could be seen between the 3 correction
techniques. For the low severity, B10 and B20, results seen in Fig. 10, the
3 correction techniques result in relatively low pixel position errors,
though the control point method does still see lower errors than the
others. For the higher distortion severity image shown in Fig. 7B, the
resulting correction difference is more noticeable between the three lens
correction methods.

In Fig. 12, the corrected images from the Axon Body 2 camera, the
control point technique appears to have given the best correction, but
only a visually slight improvement over the straight-line method. The
manual method appears to have generated the least accurate correction.
It can also be seen that the straight-line method resulted in a less
‘zoomed out’ corrected image that the other techniques. In Fig. 13, a

(A)

(B) (C)

Fig. 13. A vertical steel beam used as a qualitative measure of the level of
correction of the image captured by the Axon Body 2 camera, displayed in
Fig. 7B in its original, distorted form, and in Fig. 12 in the resulting corrected
forms. (A) Corrected using control point correction. (B) Corrected using the
straight-line technique. The line used for the correction is removed for uni-
formity of comparison to the other images. (C) Corrected manually. Note in (B)
and (C) the visible building siding and ground appearing between the red line
and beam edge. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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close-cropped subsection of the corrected images from Fig. 12, the
vertical support beam in Fig. 13A appears to be mostly straight. In
Fig. 13B, the straight-line correction result, it appears to have generated
a correction result somewhere between the manual and control point
methodologies, with a slight visual curve remaining in the beam,
noticeable as the slight gap between the line and beam in sections.
Moreover, it can be seen that in Fig. 13C, the manual technique resulted
in a blurrier image relative to the other methods, likely due to
‘stretching’ of the image required in the correction.

Though only a limited qualitative analysis, this test demonstrated
that the control point technique functions well under real-world con-
ditions, while the straight-line method performs as a close second and
the manual method could not fully correct the image with higher
distortion. However, it is important to note that in some cases,
photography may be necessary to occur in a dark environment, such as
for time-sensitive incident scene photos occurring during the night.
When using all techniques, lighting and contrast between background
structures impeded correction. For the control point technique, some
sections of the image, such as on the walls under the overhead covering
near the motorcycle, were too dark to reliably pick control points. For
the straight line and manual techniques, the lack of contrast between the
vertical steel beams and the background, made them difficult to use as
accurate references for either the placement of a reference line or
visually. The uncorrected image with the lines to be used in the straight-
line technique can be seen in Fig. 14. Therefore, as per forensic
photography guidelines, care should be taken to properly illuminate the
scene prior to imaging [16-18]. In all cases, the resolution of the cam-
eras made accurate selection or reference difficult when considering
features which were physically farther away from the cameras.

This study was conducted to aid in informing forensic investigators
about their options when it comes to lens correction of photos to be used
for further measurement and analysis. As discussed above, the digital
nature of the setup does not include many confounding factors present in
physical photography. As such, it is also important to note how these
results can be applied to real-world investigations. Firstly, this study
focused on radial distortions and did not include non-uniform, tangen-
tial or other sources of distortion in the main digital image correction
section of the paper. However, it is noted that radial distortion is the
most significant factor in image distortion and tangential only plays a
small part, though this should be investigated further in the future [6].
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Given that this study measured pixel error instead of any physical
measurement made in centimetres or millimetres, it is difficult to un-
derstand how these orders of error may affect measurements made.
Errors in pixel position will propagate into physical measurements made
using the 2D images dependent on distance, as a single pixel will cover a
larger physical space at a distance of 10 m from the camera than at 1 m.
Therefore, investigators must be aware that distance to the object or
persons of interest, among other factors, not only affects the visible
resolution of the image relative to the subject, but also the resultant
measurement error. The control point correction technique’s maximum
6.24 pixel error may result in an error of 1 cm at shorter distances or in
good conditions, and an error of 1 m in poor conditions at farther dis-
tances. When applied to forensics, this distance-dependence could result
in mis-measured subject height, impact velocity, or other important
measurements. Thus, the effect of the pixel error on actual measure-
ments will need to be determined on a case-by-case basis by the inves-
tigator. Lastly, due to the relatively simple geometry of the 3D structure
of the 2 offset planes creating discrete depths in which control points
may occupy from the camera, it is possible that the results of this study
may be somewhat more accurate than when to compared to more
complex real-world sites.

Each correction method also has benefits and drawbacks which
should always be taken into account. For the control point technique,
the use of a 3D site scan and the additional positioning of the camera in
3D space relative to it, is a benefit for forensic investigators. However,
like the other methods, it can suffer when images have poor lighting,
heavy shadowing, or low resolution making it difficult to accurately
select reference points. Therefore, an optimal application of this tech-
nique is in well lit, feature-rich environments with good lighting of all
surfaces.

For the straight-line technique, it requires that known straight lines
be present in sufficient length, quantity, and image coverage, making it
more suited to urban environments than, for example, wooded or rural
ones. Contrast is also a significant factor as it allows for clear distinction
of straight lines from the background. Moreover, the straight-line
method was more likely to cut off sections of the image during barrel
distortion correction, especially at levels B40 and B50, as seen in Fig. 15.
In some cases, it was possible to keep these corners present in the cor-
rected image, but this generally resulted in these sections being
‘stretched’, generating artificially large errors in these areas as the

_— 2024-05-14

/

—

AXCON | BODY 2 X8

Fig. 14. The uncorrected image with the lines which would be used to perform the straight-line correction, of which the result can be seen in Figs. 12 and 13. Note
the lack of contrast between the vertical beams and building wall, the shadowing effect near the garage door, and the low resolution of the fence on the right-middle

side of the image.

10



K. Gilmore and G.T. Desmoulin

Fig. 15. An example of the edges of the image being cut off in straight-line
correction for barrel distortion.

technique used had to be forcefully applied in a non-optimal way. This
may cause an unacceptable loss of information in some forensic appli-
cations where objects or persons of interest are located near the edges of
the image. However, it is important to note that not all software or
correction algorithms will result in cut sections of the image, even using
the same image and correction methodology.

The manual method, while displaying generally higher or compa-
rable accuracy to the straight-line method depending on the distortion
severity, suffers from subjectiveness. In forensic investigations with a
legal implication, the expertise of the investigator using this method
may be drawn into question. However, as long as sufficient visual
reference is available to determine when correction is complete, it can
be used in a wide variety of situations. An additional benefit, as with the
straight-line technique, is that is does not require the use of a 3D site
scan, which may not always be feasible for investigators to acquire.
Lastly, as discussed with the real-world test image in Fig. 13C, the
manual correction may negatively impact the visual quality of the image
more than the others. As manual correction does include some level of
subjective judgement on the side on the user, it is recommended that any
further research into this methodology include both inter and intra-rater
reliability measures.
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5. Conclusions

This study aimed to add to the body of forensic photogrammetry
literature by analyzing the accuracy of various correction techniques in
isolation from specific physical experimental setups and measurements
which may limit their generalizability. Based on the results of the pre-
sent study, noting the small sample size and relatively simplistic
distortion patterns, it is suggested that there is a hierarchy of techniques
for correction of image distortion. Control point correction using a 3D
scan should be the first choice when possible. Otherwise, the straight-
line technique should be used, unless for some reason it is not
feasible, in which case only then should manual correction be attemp-
ted. While it is reasonable to argue that the manual method produced
smaller errors, and therefore should be used before the straight-line
method, the subjective nature of the methodology suggests that it
would be less reliable for forensic investigations and that the capability
of the expert performing the correction could be called into question and
would play a large role in the acceptability of the corrected image as
evidence. Therefore, the manual correction technique cannot be rec-
ommended for forensic investigations when the other, more objective
methods, are available. Regardless, given that the control point method
outperforms the other two techniques and provides additional camera
location information, steps should be taken to adopt this method for lens
correction, when possible, though certain conditions may call for or
necessitate use of the other methods.
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Graphs showing corrected pixel position error relative to correction Method, distortion Type, and distortion severity
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Fig. Al. P10 and B10 remaining distortions following lens correcting using the three techniques.
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Fig. A5. P50 and B50 remaining distortions following lens correcting using the three techniques.
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